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Abstract
Many municipal agencies maintain detailed and comprehensive electronic records of their interactions with citizens.
These data, in combination with machine learning and statistical techniques, offer the promise of better decision mak-
ing, and more efficient and equitable service delivery. However, a data scientist employed by an agency to implement
these techniques faces numerous and varied choices that cumulatively can have significant real-world consequences.
The data scientist, who may be the only person at an agency equipped to understand the technical complexity of a
predictive algorithm, therefore, bears a good deal of responsibility in making judgments. In this perspective, I use a
concrete example from my experience of working with New York City’s Administration for Children’s Services to illus-
trate the social and technical tradeoffs that can result from choices made in each step of data analysis. Three themes
underlie these tradeoffs: the importance of frequent communication between the data scientist, agency leadership,
and domain experts; the agency’s resources and organizational constraints; and the necessity of an ethical framework
to evaluate salient costs and benefits. These themes inform specific recommendations that I provide to guide agen-
cies that employ data scientists and rely on their work in designing, testing, and implementing predictive algorithms.

Keywords: predictive analytics; data protection, privacy, and policy; data acquisition and cleaning; big data
industry standards

Introduction
City agencies across the United States collect vast
amounts of data for record keeping and to understand
and improve their operations. Agencies use the data
they collect in diverse ways: to compile descriptive re-
ports of criminal activity,1 benchmark building energy
usage,2,3 optimize the success rate of fire safety inspec-
tions,4 identify suspected terrorists,5 and predict vio-
lence.6 In New York City, the Parks and Recreation
Department maintains a database of the health of hun-
dreds of thousands of street trees in the city,7 the Taxi
and Limousine Commission authorizes the collection
of the time and GPS location of millions of individual
taxi trips within the five boroughs,8 and the Department
of Transportation has detailed records of current and
historical street conditions.9 Other New York City agen-
cies interact with citizens more directly: The Administra-
tion for Children’s Services (ACS) investigates alleged
abuse or neglect, supervises foster care and juvenile de-
tention, and provides services to support families with
children. In the criminal justice system, the Police

Department conducts investigative stops, the District
Attorney’s offices maintain records of court appearances,
and the Department of Corrections monitors inmates in
city jails. Data recording these interactions usually have
common attributes,* such as a date and location, an out-
come, characteristics of the interaction, and characteris-
tics of the citizen involved, often including historical
interactions with that agency (e.g., a criminal record).

In this article, I examine the role of a data scientist
who builds and implements machine learning models
to understand agency-citizen interactions, and I pro-
vide specific recommendations for agencies that intend
to deploy predictive analytics to improve their ser-
vices.{ These issues are illustrated with a detailed
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example from my own work consulting for the Divi-
sion of Policy, Planning, and Measurement at ACS,
but my perspective is also informed by broader re-
search and collaboration experiences with the New
York City Police Department (NYPD) and the Mayor’s
Office of Operations, the New York County District
Attorney’s office, and the New York State Office of
the Attorney General. The recommendations that con-
clude this article also highlight forward-thinking prac-
tices of ACS leadership that should be adopted by other
agencies implementing similar analytic techniques.

The use of interactions data by municipal agencies
to build predictive models differs in several key ways
from analogous uses in the private sector (particu-
larly the technology sector, which has led the way in
the research and application of new machine learning
methods). Instead of the common industry goal of en-
couraging repeat business, public sector implementa-
tions of predictive analytics are often motivated by
reducing the likelihood of another interaction, such
as an application for emergency housing, or the re-
entry of a child into foster care. At a structural level,
the organizational arrangements and personnel re-
sponsible for analytics work vary from agency to agency;
the job of a ‘‘data scientist’’ may be done by employees
with the title of city research scientist, director of man-
agement and outcomes, or assistant commissioner of
data analytics. The diversity of titles reflects both the
amorphous responsibilities of a municipal data scientist—
and the fact that such responsibilities may often not
belong to just one person—as well as the diffusion of
expertise across existing positions. The scale of avail-
able data is also relatively small; for example, each
year, ACS conducts roughly 55,000 investigations of al-
leged abuse or neglect, and New York City receives sev-
eral million 911 calls (Google or Facebook, on the other
hand, analyze datasets that are many orders of magni-
tude larger). Moreover, decisions made by city agencies
often have high stakes: There are significant and imme-
diate human costs associated with using an algorithm
to guide a police officer’s decision to stop a citizen, or
to allocate preventive services to one family rather than
another. By automating and augmenting aspects of de-
cision making, predictive algorithms can redirect and
increase the scale of real-world interventions.

Given these high stakes, it is particularly important
that a data scientist ‘‘gets things right’’ when developing
a predictive model. However, designing, testing, and
implementing a model involves a myriad of decisions,
and I argue that balancing the social and technical

tradeoffs of these decisions should be facilitated through
agency practices that address three themes: first, the
communication between data scientists and other agency
employees; second, constraints on resources and orga-
nizational practices; and third, the necessity of an eth-
ical framework for evaluating costs and benefits. These
practices are essential to ‘‘getting things right’’ (and de-
fining what ‘‘right’’ actually means).

The next few sections illustrate a selection of choices
and tradeoffs involved in the main stages of a data anal-
ysis pipeline, using an example from my work with ACS{

predicting repeat reports of abuse or neglect. Specifically,
I have been applying machine learning methods to
estimate the likelihood that a child currently in an in-
vestigation of alleged abuse or neglect will have a new
report of abuse or neglect made within 6 months. These
methods are trained by using hundreds of thousands
of records in ACS databases of current and historical
investigations, and information about all individuals,
child and adult, involved in these investigations. The
resulting model is intended to improve operations in
several ways, including:

� Providing information and resources to supervi-
sors and staff dealing with investigations, case
planning, and case closures;
� Helping match families with services to encour-

age positive outcomes and mitigate negative out-
comes, and identifying gaps in the existing array
of services;
� Adjusting performance metrics to account for dif-

ferences in case difficulty.

The second half of this article provides recommen-
dations—informed, in part, by current and planned
ACS practices—that will enable the navigation of so-
cial, technical, and ethical concerns that are involved
in making these choices.

Predicting Repeat Reports
Formalizing the problem
Applying machine learning techniques to estimate the
likelihood of a repeat report requires constructing a
training dataset, which includes identifying the sample,
features, and outcome variable to be used. Some spec-
ifications were provided by a group of domain special-
ists, and other restrictions were imposed by aspects of

{This work also involves collaboration with domain experts from the City University
of New York.
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existing data, but many decisions required judgment
calls.

First, it was necessary to decide what real-world en-
tity each data point represented. Since a given child
could be involved in multiple investigations, and a
given investigation might involve multiple children, a
natural choice was for each row in the data to represent
a child-investigation pair. Determining the temporal
and geographic extent of the training data came next.
Since ACS maintains decades of historical investiga-
tions, choosing a time range required balancing com-
putational expense and accuracy. Also, certain features
only appeared in the data after the introduction of a
new methodology for measuring child safety risk.
Weighing the benefits of a richer set of features with
the costs of discarding data also influenced decisions
on how to restrict the period under consideration.

The choice of features depends on more than just
availability. Many machine learning algorithms can
quickly process data with thousands of features,10 and
a common philosophy is to use as many features as
possible. However, the task of transforming the inves-
tigation history of a child into a set of features could
be accomplished in a variety of reasonable ways, with
no clear best option. For instance, the history could
be encoded as a simple count of all past investigations,
or of all past investigations satisfying certain criteria
(e.g., those with a substantiated allegation of educa-
tional neglect), or as the lengths of time between past
investigations, or all of what has been mentioned. On
the other hand, there are a variety of methods for auto-
matically constructing features from data.11 Such fea-
tures, though perhaps optimized for predictive accuracy,
do not always lend themselves to real-world explana-
tions. Therefore, using these methods may require sac-
rificing their interpretability for a human audience.

Ethical and legal considerations also influence fea-
ture selection. Even if available in the data, regulations
may prohibit using a juvenile’s criminal record, or re-
quire allegations of abuse or neglect to be expunged.x

Even if available and legally permissible, features such
as a citizen’s race or ethnicity can be ethically troubling
to use in an algorithm (we did not use these features),
as well as location, which can act as a proxy for race.13

There are also ethical issues around the use of co-
occurring interactions. Our data include the investiga-

tive history of a child’s siblings, but in the context of
predicting repeat investigations of child abuse or ne-
glect, using these data seems less troubling than, for
example, using the criminal history of a co-arrested de-
fendant in the context of police decisions about whom
to put under surveillance.14

The outcome variable can also be determined in sev-
eral ways. In this example, domain experts and leader-
ship from several ACS divisions specified that the
appropriate outcome variable was the occurrence of a
new report within 6 months. Other possible outcome
variables could be the occurrence of two new reports
within 6 months, one new report within 1 year, or one
new substantiated report of maltreatment in 1 year.15

The agency might specify an outcome variable, but
the data scientist should still provide input if the pre-
diction task becomes difficult for statistical or compu-
tational reasons.

Cleaning and processing data
Preparing a training dataset for a predictive algorithm
often requires dealing with ambiguous or missing data.
At times, when an ACS caseworker conducts an inves-
tigation involving alleged abuse or neglect of a child,
another investigation involving the same child is ongo-
ing. Through consultation with ACS employees, it was
determined that the appropriate unit of analysis should
be an investigation ‘‘window,’’ formed by consolidating
overlapping investigations. However, this consolida-
tion introduced multiple possible values for the same
feature. For instance, an allegation of educational ne-
glect may be unsubstantiated in the first investigation,
and subsequently substantiated in the second investiga-
tion. A child’s gender might be marked ‘‘male’’ in the
first investigation and ‘‘female’’ in subsequent overlap-
ping investigations. At the level of the investigation
window, was the allegation of educational neglect sub-
stantiated? And what value should be chosen for the
child’s gender? A natural choice for resolving the ambi-
guity in gender could be the value that occurs with the
highest frequency, whereas allegations could be re-
solved by choosing the most ‘‘severe’’ value (in this
case, substantiated).

Missing or incomplete records also occur in ACS da-
tabases. Every investigation should receive an initial
Risk Assessment Profile (RAP) score of ‘‘low,’’ ‘‘moder-
ate,’’ ‘‘high,’’ or ‘‘very high,’’ but sometimes these values
do not appear in the data. Possible solutions would be
to exclude the RAP score as a feature in the dataset,
remove the investigations with missing RAP score, or

xIn New York State, ‘‘The record of the report to the central register shall be
expunged 10 years after the 18th birthday of the youngest child named in the
report. In the case of a child in residential care, the record of the report to the
central register shall be expunged 10 years after the reported child’s 18th
birthday.’’12
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use imputation techniques, with each option affecting
the final output. Excluding the RAP score might ulti-
mately lower model performance, but entirely remov-
ing investigations with a missing RAP score could
introduce bias into predictions if, for example, certain
investigations are systematically less likely to have a
RAP score recorded.

Non-representative samples of data are also prob-
lematic for applying predictive methods. It can be
misleading to apply an algorithm trained on one pop-
ulation to a population with a different distribution of
attributes. For example, ACS leadership has been clear
in stating that the repeat reports model described in
this article will only be used to predict the likelihood
that a child already in their system will have another in-
vestigation of abuse or neglect. In particular, even if re-
quired data were available, the model will not be used
to make predictions on the general population of chil-
dren in New York City. It is important to note that in
general, if data collection procedures are strongly bi-
ased in some systematic way, the only option may be
to devise strategies to improve those procedures.

Algorithm selection and evaluation
Choosing a specific predictive algorithm depends on
numerous factors, from the particular formalization
of the problem, to the available computational re-
sources and the data scientist’s training. An important
tradeoff discussed in the context of the repeat reports
model at ACS was the desired balance between model
performance and interpretability. An interpretable
model may be more likely to be implemented by an
agency, and such models are easy to audit and explain
to nontechnical audiences.16–18 On the other hand, ac-
curacy matters, as there are real costs to false negatives,
in this case, a child who does not receive appropriate
services, and false positives, such as a costly service di-
rected to a child who will not benefit from it.19 After
a series of conversations with ACS leadership, we
adopted a random forest model, and we decided that
the relative performance gain outweighed the cost to
interpretability. In the Discussion section, I provide ad-
ditional thoughts on how to effectively conduct these
conversations.

The planned use of the algorithm’s output also af-
fects the choice of the model.20 ACS wants to eventu-
ally use the repeat reports model to not only measure
which children have a high probability of an adverse
outcome but also understand features that are impor-
tant in the calculation of these probabilities. Linear

models provide one natural way to produce these
important features (by standardizing the data and
examining the relative magnitudes of associated coeffi-
cients), whereas we used Gini tests and permutation
tests to select the important features in the random
forest.

Choosing appropriate evaluation metrics was also
done in conversation with ACS leadership. Domain ex-
perts weighed in on the relative importance of model
precision (the proportion of children who actually had
a repeat report, of those predicted to have a repeat re-
port) and model recall (the proportion of children pre-
dicted to have a repeat report, of those who actually had
a repeat report). These discussions covered the relative
benefits of minimizing the misallocation of scarce re-
sources (e.g., caseworker time), versus detecting every
child likely to have another report. In addition, the
amount of data played a role in determining how mod-
els were evaluated. Since lots of data were available, model
performance was checked with a simple train/test split,
but with less data, cross-validation could have been a
better choice.21

Presentation and implementation
When presenting the repeat reports analysis to agency
leadership, it was important to show these results in a
manner that was both technically sound yet understand-
able to members of the audience without any knowledge
of predictive analytics. An early presentation included a
graphical plot that displayed several different modeling
strategies. Afterward, agency leadership chose the model
that met their needs for performance and interpretability.
In subsequent presentations, results were presented as
a simple table of model scores, and the number of in-
vestigations, precision, and recall for different decision
thresholds.

Although the repeat reports model described here
has yet to be implemented, I participated in many plan-
ning conversations with ACS employees about how to
use the model to inform caseworker decisions. One
strategy we discussed was to use an automated visual
‘‘dashboard’’ to highlight investigations in which a child
has a high probability of a repeat report, and to alert rel-
evant supervisors. However, this raised concerns about
ensuring that caseworkers and supervisors correctly
interpreted this dashboard alert. An alternative approach
focuses on matching families to appropriate preventive
services: A caseworker would be informed of a recom-
mended service—this recommendation would be linked
to the numerical likelihood of a repeat report—but
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would not see a number or risk category. However,
caution must be taken when selecting any numerical
boundary (e.g., if a probability of 0.75 or higher is re-
quired before certain services are recommended, an in-
dividual scoring 0.74 might receive fewer resources
than if a lower boundary were chosen). A responsible
agency should check whether different choices of cate-
gory boundaries result in, for example, disparate impacts
on vulnerable or otherwise-sensitive subpopulations.

Discussion and Recommendations
The detailed example just described illustrates three
common themes that govern social and technical trade-
offs that are associated with predictive techniques in
the public sector: the frequency of communication be-
tween data scientists, agency leadership, and domain
experts; the organizational and resource capacities of
the agency; and the presence of a framework for mak-
ing ethical judgment calls. For each of these three
themes, I provide recommendations—particularly for
those who employ data scientists and rely on their
work—to guide the process of implementing machine
learning models to understand and utilize data. The
recommendations given next are based, in part, on
good practices that are either already implemented or
in the process of being implemented by ACS and
other city and state agencies, but they may also be rel-
evant in industry. On the other hand, it is important to
recognize that no single solution or set of practices will
cover all issues that can arise.

Communication
Although at a high level predictive modeling tasks may
appear similar between agencies, available data will
vary in type, quality, and generating process, and appli-
cations of analytics will be regulated by different laws
and raise different ethical questions. It is rare that a
data scientist alone (particularly a consultant or new
employee) possesses both the domain knowledge and
technical expertise to understand and implement useful
machine learning techniques from end to end. It is cru-
cial for data scientists to work in tandem with agency
leadership, who can define goals and set priorities,
along with veteran ‘‘on-the-ground’’ employees, to un-
derstand the constraints of the data-generating process
and data-recording procedures.

Since the process of formalizing a problem, in partic-
ular, is one of continuous refinement, for a data scien-
tist to make the best possible choices when developing
a predictive analytics solution, he or she must be in

constant communication—from start to finish—with
both agency leadership and domain experts. At ACS,
I participated in weekly calls with associate and assis-
tant commissioners, as well as in regular face-to-face
discussions with directors who had decades of child
welfare experience. The commissioners helped define
the modeling task and outcome variable (e.g., to define
a repeat report as one that occurs within 6 months),
and the directors helped me understand the best ways
to resolve ambiguities when merging overlapping in-
vestigations, among other things. Therefore, my first
recommendation is that agencies schedule frequent, re-
curring meetings that emphasize three-way communi-
cation between senior leadership, domain experts, and
data scientists.

This communication must go both ways. A data sci-
entist not only needs to learn the answers to domain-
related questions and agency priorities but also needs
to communicate details of the analytic approach in
such a manner that agency employees with a limited
technical background can appreciate the associated
benefits and drawbacks. Technical expertise in public
agencies often diminishes as one goes up the chain of
command, to the point that agency leadership, who
need to provide critical direction to the data scientist,
may not be in a position to understand the issues
that need to be resolved. The data scientist, in fact,
might be the only person in the organization who un-
derstands how a given machine learning model works.

Specific examples of issues that I needed to commu-
nicate to ACS leadership were:

� The relative difficulty of implementing different
models from a statistical standpoint, for example,
a model that constantly updates in response to
new feature values versus one that makes predic-
tions at a fixed point in time.
� Whether sufficient data existed to predict the phe-

nomenon of interest with a specified level of per-
formance.
� A non-technical description of the random forest

algorithm.
� The difference between measuring feature impor-

tance for predictive performance, measuring the
correlation between a feature and the outcome
variable, and making real-world decisions based
on a particular feature.

On the other hand, agency leadership may need to
communicate issues such as sensitivity to language
(at ACS, we were cautioned against using the word
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‘‘risk’’ because of negative connotations), the structure
of an agency employee’s day, and how an employee
would use a tool that incorporates the results of an al-
gorithm. At the end of the day, it is often the responsi-
bility of the data scientist to alert agency leadership to
possible tradeoffs since they may not be aware of these
ahead of time. Accordingly, my second recommenda-
tion is that agencies should prioritize communication
skills when hiring data scientists, specifically the ability
to accurately and concisely explain technical concepts
to those with differing backgrounds and expertise.

To facilitate a review of a data scientist’s models, their
work should be reproducible, implying, in part, that any
choices made are clearly documented and can be repli-
cated exactly. Besides reproducibility, model simplicity
and transparency is another worthy goal when choosing
a predictive algorithm. As explained in the example just
cited, we decided to, at least for the time being, adopt a
more opaque random forest algorithm for the ACS re-
peat reports model, but in some settings, simpler models
such as weighted checklists can be adopted with little to
no drop in performance.22 My next recommendation
would, therefore, be to use simple, interpretable models
when possible—subject to performance requirements—
rather than complicated black-box models, for their
transparency and ease of communication.

Capacity
Many New York City agencies have large budgets (ACS
has a budget of close to three billion dollars23), as well
as IT departments with the engineering capability
to automate data ingestion and processing pipelines.
However, unlike similarly sized companies in the tech-
nology sector, few agencies currently have dedicated
teams of data scientists, and those teams that exist are
often small. Designing, building, testing, and deploying
an end-to-end predictive analytics process involves im-
portant computational and data-related concerns, and
these concerns can be addressed by borrowing existing
best practices from industry. Regarding the connec-
tions between IT departments and data scientists, leg-
acy systems should be updated, the latest software for
statistical modeling should be installed, and processes
such as code reviews should be implemented. Internal
clusters or cloud computing resources should be
funded, as available computational resources guide al-
gorithm selection. Data privacy concerns are also par-
amount here; it is hard to think of data that are more
sensitive than the personal information of the vulnera-

ble children and families that ACS serves, and informa-
tion security practices should be a part of training.

Although an initial solution may be to hire an exter-
nal consultant, or to purchase a ready-to-use product
from the private sector, city agencies in New York
must also be extremely responsive to demands by the
Mayor’s Office. In addition, as described earlier, the
process of building predictive models is an iterative
one, requiring repeated modification and robustness
checks. Therefore, these temporary options are ulti-
mately not as sustainable as building a dedicated inter-
nal team who can customize, maintain, and update
predictive models as needed. Besides engineering and
programming expertise, statistical expertise is impor-
tant. Relationships should be forged with trusted statis-
ticians to conduct external methodology reviews, but
ideally statistical knowledge should be developed in-
house. ACS has emphasized building this internal ca-
pacity, and it has focused on training and knowledge
transfer to transition the repeat reports model (and
other predictive models I developed) to their in-house
team. Along these lines, I suggest that agencies focus
on building internal capacity by hiring dedicated data
scientists and adopting industry-standard engineering
and security practices.

The deployment of predictive models should be ac-
companied by their rigorous evaluation, when possible.
Ideally, a controlled experiment could be performed,
with the algorithm’s output only available to a ran-
domly chosen subset of agency employees. However,
the imperatives of quickly rolling out a working tool
(and minimizing social cost) might force an agency
not to conduct a proper evaluation. Of course, an algo-
rithm may be well designed in terms of predicting ac-
curately, but the chosen implementation may still be
ineffective. Moreover, it is important to recognize that
just as data are used to train predictive models, careful
ex-post evaluation of these models can suggest better
ways to measure and collect new data. Therefore, agen-
cies should emphasize model evaluation and improve
data collection practices.

Ethical considerations
The detailed example from ACS described earlier illus-
trates the variety of technical choices that can be made
by data scientists at city agencies, and the ethical impli-
cations of these choices. Note that similar applications
of predictive methods by other agencies can raise very
different ethical questions. For example, the Chicago
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Police Department’s ‘‘heat list’’24 identifies individuals
likely to be involved in future gun violence, with the
goal of monitoring these individuals’ whereabouts and
activities. One obvious way in which these two exam-
ples differ is that the goal of the repeat reports model
is to improve the allocation of benefits (preventive ser-
vices and case reviews) to vulnerable citizens, whereas
the heat list aims at allocating sanctions (surveillance
and punishment) to ‘‘risky’’ individuals.

Many ethical questions that arise in the design and
use of predictive analytics have no easy answers. One
approach to tackling these questions is by bringing to-
gether diverse stakeholders and creating organizational
structures that are tasked specifically with addressing
ethical concerns. ACS is currently using an approach
involving an external ethics advisory group that re-
views proposals for predictive models in conjunction
with an internal committee composed of senior leader-
ship. The external group, consisting of racially and pro-
fessionally diverse stakeholders—including parents and
youth involved with ACS (and their legal advocates),
contracted service providers, and industry and aca-
demic experts—will provide valuable advice on how
to balance the short- and long-term costs and benefits
of the myriad decisions made when implementing ma-
chine learning models. This ethics review group will
also identify opportunities to engage other external
stakeholders, and it will commit to regular contacts
with ACS through meetings and phone calls. Following
the example of ACS, I advise that agencies set up inter-
nal and external boards to conduct regular ethical re-
views of planned and ongoing data science work.

A particular issue of concern associated with predic-
tive techniques applied to vulnerable populations con-
cerns systematic biases in the data. In the context of the
criminal justice system, a common attribute used in
models is a suspect’s arrest history, and re-arrest is a
common choice of outcome variable that is used to
measure recidivism. Due to implicit, explicit, and struc-
tural biases, a suspect of color may be more likely to
have a longer arrest record than a similar white suspect.
Moreover, a suspect of color may be more likely to be
rearrested than a similar white suspect.25 Ongoing de-
bates by journalists, academics, and the general public
have focused on issues of fairness involved in using al-
gorithms to make decisions, when those algorithms
could potentially institutionalize biases reflected in his-
torical data.26 Again, there is not always an easy answer
to whether or not a predictive algorithm should be used
in a given context, and there is no statistical ‘‘silver bul-

let’’ to design a fair algorithm.27,28 Although this is an
active area of research, I recommend that for the
time being, in addition to constructing an advisory
board, as outlined earlier, agencies deal with this
issue by estimating—to the best extent possible—the
effects of a planned algorithm on vulnerable popula-
tions, paying particular attention to protected classes
such as race and gender. After deployment, changes
resulting from the use of predictive methods should
be measured to detect any unintended consequences.

The use of predictive analytics by city agencies offers
the promise of optimized service delivery, and appropri-
ate care and foresight can minimize potential harms. An
appreciation of the numerous and varied decisions faced
by a data scientist applying machine learning models to
municipal agency data is important, as the use of these
techniques in local government is becoming more and
more common. My experiences with ACS have in-
formed the recommendations listed earlier, and I believe
that other organizations in the public sector should
adopt some of ACS’s more forward-looking practices.
Although fully implementing all of the recommenda-
tions may be challenging, even addressing a few of the
suggestions would be a valuable investment for an
agency to make to guide the ethical and optimal use of
computational techniques to improve city operations
and the quality of life for residents.
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